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Abstract-Dual data cache (DDC) systems have attracted
considerable research effort in the past decade or so, with their
Divide et Impera tactic. DDC systems divide data according to
their access patterns and use different caching strategies on
them. In the first part of this paper, one possible classification
taxonomy, is proposed and described. The second part of this
paper represents a survey of the existing solutions classified
according to proposed criteria, presenting their organization,
benefits, shortcomings, and intended use.
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know the data structure: scalar, vector, and com@lecess
to scalar data is similar to access to data thiaibéxemporal
locality (particularly if the accesses happen lo@p), access
to vector data is similar to access to the data ¢xpress
spatial locality, and access to complex data canoet
predicted easily. Several other terms, importantr fo
determining the data access pattern, are presenieble .
This survey is mainly focused on comparing perfarogsa
evaluation of different solutions, because of ipdiable
importance of cache performance. In modern systeache
memory occupies roughly one third of silicon diearand

The disparity between processor and main memome try to present a possibility for reduction oé ttransistor

performance continues to grow and as a result there
been proposed many techniques for hiding the Igtesfc
memory accesses.

A large group of proposed solutions is based uperdual
data cache (DDC) system [1][2][12], which tries take
advantage of different patterns in data accesse®DEC
system caches the data into two physically andigically
separated cache subsystems. The data with sintlesa

count in DDC. One viewpoint, which is especiallypiontant
in embedded and mobile systems, is concentrate® D@
power consumption and energy dissipation.

The goal of this paper is to give a comprehensigight
into the research area of DDC. It covers severterdint
approaches for splitting data cache in order te Hatency
delays. A taxonomy that defines possible clasdifioa
criteria is proposed. Existing solutions are préserin the

patterns are stored in the same cache subsystemamndontext of these criteria.

organization of each cache subsystem is optimipedtHe
corresponding type of a data access pattern. iBaitig the

TABLE |
DEFINITION OF TERMS USED

data can be done at run time and/or compile time, the

Term Definition

system can be implemented with or without possibito
detect changes in the data access patterns. The 9yBt€m
reduces the hit miss ratio of the classical caglséem, while
occupying less silicon die area and consuming peseer. If
the data access pattern is predictable, the DD@msysan

Locality prediction table Locality prediction table is a history
table with information about the most
recently executed load/store
instructions used to predict the type of

locality of referenced data.

also reduce latency of the read hit by intelliggmpilefetching
data.

The data pattern access can be determined baseided
type of locality that the data exhibit, the utilizedata
structure, the segment of the main memory whereldte is

n there is a high probability that in near

2D spatial locality Data that exhibit this type of locality if

they are stored in matrix data-type and

future memory access to the

neighboring element will happen.

stored, etc. Two types of localities, spatial amohporal, are
important for determining the data access pattéfna

Neighboring and OBL

algorithms

Algorithms used for prefetching data
that exhibit 2D and spatial locality.

particular memory location is referenced at a paldir time

and it is likely that a nearby memory location wbe

Java processor Implementation  of Virtual

Machine on FPGA chip.

Java

referenced in the near future, the data item in thamory
location exhibits the spatial locality. If a pattiar memory
location is referenced at a particular time andehs high

probability to access the same memory location @&arn

future, the data in that memory location exhibigsnporal
locality. In determining the data access pattdris useful to

A PROPOSAL FOR CLASSIFICATION OBUAL DATA CACHE
SYSTEMS

In order to provide a wide and extensive view ia fleld
of DDC, possible criteria for classification areoposed. Our



choice of the classification criteria relies on fiessibility to General Uniprocessor Compiler-Not-Assisted

classify all existing systems into the appropriaten-

overlapping subsets of systems. The general uniprocessor compiler-not-assisted (59
The first criterion for classification is based wse type of class of proposed solutions where data localities @aching

the processor, for which the cache system is béésigned. strategies are determined solely in hardware aneravihe

Types of use can be general or special-purpose.etUntelp of a compiler is not necessary. We preseatsmiutions

general are classified those solutions used fdtrarp types only for this class, because they were publishedhty at the

of applications and general-purpose computing, evhitder same time and they had an impact on every othatisol

special-purpose are classified those solutions gnatluce
better results for one type of application and/otbedded

1. The Dual Data Cache

computing. The general-purpose systems have a thighe

demand for performance. The special-purpose syséehase
higher demand for reducing power consumption abeteer
usage of die space.

The second criterion for classification is basedndrether
the processor, for which the cache system is béesigned,
will be a part of uniprocessor or multiprocessostegn. The
reduction of cache size, through the use of the Biygtem,
opens a possibility for more cores on a die in iptdtessor
systems.

The third criterion for classification is based where is
placed the mechanism for determining the type oflity
that data exhibit. There are two possibilities: pder-
assisted, if the type of locality is determined bge of
compiler and/or profiler, and compiler-not-assistéd the
type of locality is determined in hardware or ino#rer
system layer. This criterion shows whether the D&Gtem
can adapt to changes of data access patterns andamothe
system handle data that do not follow the expecteckss
pattern.

The classification criteria were chosen to reflebe

Gonzalez, Aliagas, and Valero proposed in [1][12]oxel
data cache design for superscalar processors, nduatdata
cache (DDC), at the Universitat Politecnica de (Taga, in
order to resolve four main issues regarding datheaesign:
large working sets, pollution due to non-unit stgd
interferences when the stride and the number of &et not
co-prime, and prefetching. The DDC is a data cache
partitioned into two independent cache subsystems: is
designed to exploit both spatial and temporal ibgghamed
the Spatial Cache) and the other one is designezkptoit
temporal locality (named the Temporal Cache), gsctied in
Figure 2. The sub-cache system where the missea idat
cached or whether not to cache the missed datagviery
cache miss, is determined using information coethiim the
locality prediction table (LPT); if the informatiofior a
particular instruction has not reached a "stabégebtin the
LPT, the data will be placed in the default subheasystem.
The authors have evaluated the DDC system withethre
different types of benchmarks and the results slheter
performance of the DDC system in comparison with th

essence of the basic viewpoint of this researche Thonventional cache system of the same size, fochmarks

classification tree was obtained by successiveiegtjn of
the chosen criteria and it is presented in Figuréhke leaves
of the classification tree are the examples (reseafforts)
elaborated briefly later on, in the Existing Saus section of
this paper.

EXISTING DUAL DATA CACHE SYSTEMS

that have memory references that exhibit both typés
locality. The proposed solution does not reduce grow
consumption or transistor count of the conventiocathe
system and the use of cache memory space can beeckty
not allowing duplication of data in both temporaldaspatial
sub-cache systems.

2. The Split Temporal/Spatial Data Cache

For each class of DDC systems we present the egisti

implementations, if any.

Milutinovic, Markovic, Tomasevic, and Tremblay [2]
present the split temporal/spatial (STS) cacheesysfor
effective utilization of different types of localitin data

Cl1: G/S
C2: UM
C3:C/N
GUC GUN GMC GMN SUC SUN SMC SMN
Valero
Memik  Gonzales - Sahuquillo  Cucchiara ~ Naz  Schoeberl ~ Adamo
Milutinovic

Figure 1: The classification three of Dual Data Cache syst.Legend: G/S — general vs. special purpose; U/M — unipreoess. multiprocessor; C/Ncompilel
assisted vs. hardware; GUC, GUN, GMC, GMN, SUC, SBMC, SMN — abbreviation for eight classes of DD&scription: The classification tree obtained
successive application of the chosen critelnmplication: The class of general uniprocessor compiler ass$iB®@C system does not have known implementations.



accesses; the research was done in the SchooleofriEal
Engineering at the University of Belgrade with ih&ention

and a mechanism for better utilization of the vecdiata that
has non-unit strides.

of performance evaluation of the STS cache system,

comparatively with the conventional cache systeimil&r to

the previously described cache system (DDC), th® &iche
system, illustrated in Figure 3, is divided intoasal and
temporal sub-cache systems, but instead of a lsegend
level cache used for the both sub-cache systerwen imes
smaller second level cache is used as the seceatidache
for the temporal sub-cache system, while the dpatid-

cache system has only one level. The sub-cachemyshere
the missed data is cached, for every cache migetégmined
by a run-time algorithm, implemented in hardwareyick

dynamically tags/retags block of data against thamiality; a
compile time algorithm, which tags blocks of datséd on
the data structure, and a profile-time algorithmilar to the
run-time algorithm, are used to minimize the effefca "cold
start" period. The performance evaluation was duiii

ready-to-use traces, without the compile-time atbor, and
the results show considerable performance gain dher
conventional cache system and a similar cachealiw;rthe
same authors in [3] show that this approach is alde to
reduce the complexity (die area occupied by thégdgsand

consequently power consumption. The proposed cache

system can be improved by adding a mechanism tectieg
and bypassing data that do not express any tydecafity
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Figure 2: The Dual Data Cache systeiregend: CPU —central processin
unit; SC — spatial sub-cache; TC - temporal subbeacLPT —locality
prediction table.Description: The cache organizatiors divided into tw
sub-cache systems: the temporal and the spatial-caobe syster
Explanation: The cache system is split into a “temporal” stdche syste
and “spatial” sub-cache system to allow use of different cachingtegia:
for the differentypes of locality thatlata exhibit. The data block is cacl
in different subsaches system based on an associated localityeir BT
The locality for each data block is determined logvipus accesses to -

General Uniprocessor Compiler-Assisted

The general uniprocessor compiler-assisted (GUCHh is
class of proposed solutions where data localities @aching
strategies are determined in software and hardwdet of
the compiler is necessary for solutions in thissla

3. The Northwestern Solution

Memik, Kandemir, Haldar, and Choudhary presented]in
the Northwestern solution (NS) for improving cache
performance using compiler and hardware techniqties;
research was performed at the Northwestern Untyevdih
the idea to investigate interaction between hardwand
software techniques to optimizes data locality. N uses
the compiler techniques for code areas that hayelae data
access pattern and uses dedicated instructionsléotisely
turn on/off the hardware base technique for codasawith
irregular data access pattern. The cache systemsist®rof
conventional cache system, for caching data thatndb
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Figure 3: The Split Temporal Spatial cache systéregend: MM — mair
memory; CPU — central processing unit; SC — spasabeache witl
prefetching mechanism; TC L1 and TC- the first ad second level of t
temporal sub-cache; TAG 4nit for dynamic tagging/retagging da
Description: The cache organization is divided into two salthe systerr
the temporal and the spatial sub-cache system. t€hgporal subcache
system has two levels with one-word block sizelevthe spatial sulzache
system has only one level with the usual block sizé a hardwar
implemented prefetching mechanidggmplanation: The cache system is s
into a “temporal” sub-cache system and “spatial”ls«eache gstem to alloy
use of different caching strategies for the diffeergypes of locality whic
data exhibit. The data block is cached in differsmbcaches system bas
on an associated tag. The tag for each data biedetermined by previo

data block. Implication: The same data block can be cached in both suaccesses to the data blockmplication: The data block only can char

cache systems.

sub-cache system if cache miss for that data lioclrs.



exhibit spatial locality and have high access feeqqy, and
the small buffer, for caching data that exhibittsddocality,
as illustrated in Figure 5. Data that do not exhipatial
locality and do not have high access frequencytscached.
Compiler techniques are affine loop and data t@nsétion,
used to optimize temporal and spatial locality aggively.
When compiler techniques are used on the dataddke is

in shared multiprocessor environment; the reseanels
conducted in the School of Electrical Engineerirtgttze
University of Belgrade with the intention of studgi the
advantages over the conventional cache systemscdtiee
system is basically the same as the STS systemawdtiuple
of differences; a tag for the data is kept uni tata eviction
and when the tag for data is changed, the datlasated to
cached as in a conventional cache system. The &l another sub-cache system. A snoop controller igédd the
results confirm that the NS have better performanteth sub-cache systems, as depicted in Figure 4 Th
compared to systems with pure-hardware, pure-softwar extension of the Berkeley cache coherence proisasded in
combined hardware/software non-selective technigfges conjunction to the STS cache system. When a hiirscthe
optimizing data locality, while using the same di®a and sub-cache system sends signal to another sub-sgsteam to
power consumption. stop it from accessing the bus and supplies theggsor with
the requested data. When a miss occurs, the spabatache
system requests the data on the bus and the redudsta is
allocated in the spatial sub-cache system. The suthcache
systems snoop the bus for invalidation signal. $tman
The general multiprocessor compiler-not-assisteMNp shows that the STS system in multiprocessor enrism
is a class where data localities and caching sfiegeare can achieve the same performance as the conventiacize,
determined solely in hardware and where the helpaofwhile occupying smaller space on the die and usess
compiler is not necessary. The processor for wliabhe power. Enabling tag history for the data being ®dccan
system is created will be used in multiprocesseirenment. avoid “cold start” period when the data is beingesmsed after
eviction, especially when eviction of shared blbelppens as
4. The Split Data Cache in Multiprocessor System

General Multiprocessor Compiler-Not-Assisted

BUS
SNOOP
Sahuquillo and Pont in [5] proposed extension ef TS Memory request TC1L2 P
cache system, presented in [2], in order to addpt ithe use from CPU h
Memory request . BUS
from CPU SO A
A
A
| B A Y Vv TAG
Y SC -+ TCL1
A A
B
CC S i BUS
i A A 4 Y
- > MP <
Y A4 ~
> MP <
Data to/from
CPU
Data to/from Figure 4: The Split Data Cache system in Multiprocessatesy.Legend:
CPU BUS - system bus; CPU — central processing unit; S@atial subeach¢

with prefetching mechanism; TC L1 and TC [tRe first and second level
Figure 5: The Northwestern solution. Legend: CPUcentral processir

unit, CC -- conventional cache, SB -- small FIFOffey SF --unit for
detection of data frequency access and if databédpatial locality , MM--
main memory, MP -- multiplexeRescription: The cache system consist
the conventional cache and small FIFO buffer. TReuSit controls wher
data is fetchedExplanation: The CPU can turn on/off the SF. If the S
turned off software techniques for optimizing datzality are used and da
are cached into the conventional cache. If the SRurned on hardwa
technique for optimizing data locality is used afata are cached into tl
conventional cache or the srhbUlffer if data has highly access frequenc
they exhibit spatial locality.Implication: Dedicated instructions a
necessary to turn on/off the SF.

the temporal sub-cache; TAG unit for dynamic tagging/retagging da
SNOOP - snoop controller for cache coherence padtd@escription: The
cache organization is divided into two scéehe systems: the temporal
the spatial sub-cache system. Each sabhe system has the associ
snoop controllerExplanation: The cache system $plit into a “temporal”
sub-cache system and “spatial” salache system to allow use of diffe
caching strategies for the different types of ldgalvhich data exhibit. Tt
data block is cached in different sabehes system based on an assoc
tag. The tag for each data block is determined byvipres accesses to !
data block that happened after last time the bliscketched. mplication:
The data can change subche systems in which are stored. The dé
fetched only by the spatial -cache system.



a result of write operation by another processor.
General Multiprocessor Compiler-Assisted

The general multiprocessor compiler-assisted (GN4CQ
class that does not include any existing implenteria to
the best of our knowledge. The GMC class makesskiiise,
so the GMC research avenue represents a poterftiaitful
research target [11].

Special Uniprocessor Compiler-Not-Assisted

The special uniprocessor compiler-not-assisted (SidN
class of proposed solutions where data localities Gaching
strategies are determined solely in hardware anerevkhe
help of a compiler is not necessary. The cacheeByst
belonging to this group are optimized for speciatpmse
applications.

5. The Reconfigurable Split Data Cache

Naz, Kavi, Oh, and Foglia in [6] present the reéunfable
split data cache (RSDC) architecture for embeddstems,
in order to accomplish a better utilization of dieea; the
research was performed at the University of Nor#xas.
The RSDC system detects spatial or temporal Igcafiat
data exhibit and fine-tunes cache policies accgrdo that
type. The cache is divided into the array cachegfploiting
spatial locality, the scalar cache, for exploititgmporal
locality, and the victim cache, for lowering thesasiativity
of the scalar cache, as depicted in Figure 6. Esabycache
system is divided into multiple partitions, propdsa [7],
which can be used for purposes other than conveaitio
caching (instruction reuse, as lookup tables, pchfeg, etc.),
or can be turned off to reduce power consumptiamnifig
off some parts of cache system can result in 5@batéon in
power consumption. Reconfiguration of the cachditpars
is used in applications that have lower memory irequents
and can benefit from specialized hardware for randard
processor activity. Paper [7] concludes that imgeting
reconfigurable partitions requires only a small amntoof
additional logic and additional wiring, while thaahe access
time is increased by a relatively small percentdgducing
data locality based on data-type can generate assified
data, because the array data can exhibit tempmrality.

Special Uniprocessor Compiler-Assisted

The special uniprocessor compiler-assisted (SU&)dsiss
of proposed solutions where data localities andhicac
strategies are determined in software and hardwahe
cache systems belonging to this group are optimized
special-purpose applications.
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Figure 6: The Reconfigurable Split Data Cacliegend: AC —array cache
SC - scalar cache, VC — victim cache, CSR — catettessregister, X -tnit
for determining dat-type, L2 — second level cache, MPmultiplexer
Description: The cache is divided into three scdiches systems: the ar
cache, fo exploiting spatial locality, the scalar cache fexploring tempor:
locality, and the victim cache for lowering assaisitly of the scalar cach
Explanation: The unit X determines type of data that is beirighfd an
place data into a proper s-cache system (scalar or array cache). Dat
placed in the victim cache only when the block @ioirig that data is evicte
from the scalar cache. In the CSR is the infornmaéibout which partition
used for conventional caching and which one is hoplication: Checking
which partition is used for conventional cachingjuées additional logi
and wiring in sub-cache systems, and increasessactime to sulsache
systems.

6. The Data-type Dependent Cache for MPEG
Application

Cucchiara, Prati, and Piccardi in [8] propose th&adype
dependent cache for MPEG applications (DDM), fdeatfve
use of 2D spatial locality image data; the reseavak done
at the Universita di Modena with the intention aheving
better performance for multimedia applications,nthahen
using the conventional cache systems. The comgéssifies
each memory reference as either addressing imagermor
image data. Based on the class of data, differefeqzhing
algorithms are used to cache data. Information aboage
data-type, address range, and row size, is storedh i
dedicated memory table, using a special procedaite Tthis
information is used every time, when memory refeeen
occurs, for deciding which prefetching mechanisnil e
used. Authors proposed a new prefetching algoritbafied
Neighbor prefetching, for exploiting 2D spatial &ity and a
standard One-Block-Lookahead (OBL) prefetching athm
for exploiting spatial locality of the non-imagetaaln Figure
7 is illustrated the organization of the cache exyst The
DDM can be used for applications characterized by a
substantial amount of image and video processinge T
compiler classifies the data based on variable adatibns
generated by a programmer and this approach cas- mis



classify data, if the programmer uses a non-apatgr
programming style. The compiler requires a spexadli
instruction set to access memory table. Inclusibarmther
sub-cache system for exploiting temporal localifysoalar
data can potentially improve the overall performeamnt the

embedded multiprocessor systems on chip and leaviorg
space for processor cores. Inducing data localdgetd on
data-type can generate misclassified data, bedhesarray
data can exhibit temporal locality. Determining tiest cache
coherence protocol is important, because the casherence

DDM approach. The die space area and power congumpiprotocol can greatly affect performance of cactstesy.

are not considered in [8].
Special Multiprocessor Compiler-Not-Assisted

The special multiprocessor compiler-not-assistddNpis
a class of proposed solutions where data localides
caching strategies are determined solely in harelwaard
where the help of a compiler is not necessary. Ghehe
systems belonging to this group are optimized foecsl-
purpose applications in multiprocessor environment.

7. The Texas Solution

Adamo et al. present in [9] similar solution to tREDC
for use in embedded multiprocessor systems, nanee@sT
solution (TS) cache system; the research was peeidat the
University of North Texas. The data is divided lzhea type
and placed in different sub-cache systems. TheatBechas
two sub-cache systems: the array sub-cache system
storing array data and the scalar sub-cache syfstestoring
scalar data, as illustrated in Figure 8. The snially
associative FIFO buffer is associated with theyastgh-cache
system to enable hardware based prefetching. Wheiss
occurs, the missed block is fetched into the asaly-cache
system and also the next block is fetched intodiufd avoid
cache pollution by displacing needed data in arimely
manner. Authors have showed that the TS cache elived
same performance as a conventional cache whilepgooy
less die area, making it good choice for first les@&che in
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Figure 7: The data-type dependent cache for MPEG appboatiLegend:
UC — unified data cache; MT — memory table for imagformation; NA —
unit for prefetching data by the Neighbor algorith®BLA - unit for
prefetching data by the OBL algorit, MM — main memoryDescription:
The cache organization is not divided into sisizhe systems. Different ty
of locality exhibited by data are exploited by eliént prefetching unit
Explanation: Image data is préetch using NA, in order to exploit :
spatial locality, and non-image data are fietehed using the OBLA unit,
order to exploit standard spatial locality. The Mifit contains informatic
about the type of locality exhibited by data, stbby compilerlmplication:
A specialized instruction set is required to changetent of the MT.

Special Multiprocessor Compiler-Assisted

The special multiprocessor compiler-assisted (SMCa
class of proposed solutions where data localities Gaching
strategies are determined in software and hardwahe.
cache systems belonging to this group are optimifoed
special-purpose applications in multiprocessor remvhent.

8. The Time-Predictable Data Cache

Schoeberl, Puffitsch, and Huber proposed in [18]ttme-
predictable (TP) data cache for on-chip multipreoes
system, built from the Java processor (JOP) cotbs;
research was done at the Vienna University of Teldgy
with intention of enabling the tight worst-case e&xt#on time
analysis for real-time applications. The TP caclystesn
stores scalar data in different sub-cache systé@msed on
data memory access type, while array data is beypgssed.
The TP cache system is divided into two sub-cagseems:
the fully associative sub-cache system with LRUaegment
and a direct mapped cache, as depicted in Figuréhe.

Memory request
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L2
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Figure 8: The Texas solution cacHeegend: AC — array cache; SC scalal
cache; FB— FIFO buffer; X — unit for determiningtdaype; L2 —secon:
level cache; MP — multiplexeDescription: The cache is divided into thi
subcaches systems: the array cache, for exploitingtiapdocality, the
scalar cache for exploring temporal locality, arteetFIFO buffer for arra
data prefetchingExplanation: The unit X determines type of datett ic
being fetched and place data into a proper sabhe system (scalar or an
cache). Data is placed in the FIFO buffer only wremiss occurs on t
array data and the fetched data is in the next kldmplication: Becaus
scalar data are not fetched in the array stdehe system, the FIFO buffe
flushed less frequently and provides a decreasheénnumber of misses
the arrav su-cache svster



compiler divides data into several ways based ota dave specially pointed to designs with low power aonption.
memory access type. Constant and static data ateddn Proposed solutions for multiprocessor systems offer
the direct mapped sub-cache system, while dynamia dpossibilities for reducing power consumption angl tised die
(located on the heap) are cached in the associedistee. The area compared to conventional cache systems. Sbthero
authors argue that splitting data cache simpliffes cache are uniprocessor solutions adapted for use in proltessor
coherence protocol and that reduces its limitingtdia on systems with a small change in cache coherenceoqmiot
multiprocessor system scalability, because it cateat used for conventional cache systems. The TA dathecés
shared data and enforce data invalidation only whisntruly — designed specifically for use in multiprocessortesys and
necessary. Bypassing array data can have impact emen simplifies the cache coherence protocol aadrdduces
performance, because spatial locality that arrag da&hibit is its limiting factor on multiprocessor system scélab
not exploited. The authors show that this approachlso Large amounts of algorithms for determining dataeas
able to reduce the complexity (die area occupiedthyy pattern have been proposed. Some of them are sisiee
design) and consequently power consumption, cordptye are more complex, but all of them have more or pgeblems
conventional approach. with dealing with some specific data access paitave feel
that through selective combination, some of thégerithms,
i.e., dual data cache systems, can achieve betelts.
Beside the use of this survey for designing cotigaal
Essentially, the purpose of this survey was to @an computer systems, we believe that this survey qan mew
extensive coverage of data access prediction pattand horizons for designing computer systems with aseational
utilization principles to hide memory access laien& huge memory. Especially the cost of abort proceduresystems

amount of research effort was spent to developctehe with the transactional memory can be reduced uairnyal
systems based on the dual data cache approachiiéléd data cache system.
give a broad overview of the existing approachegerm of
applications for which the cache system is beirgigieed. As
processors continue to be used in an increasingoeumf [1] A. Gonzalez, C. Aliagas, and M. Mateo, “Datecita with multiple
application domains, it is important to ensure toathe caching strategies tuned to different types of lipcd Proceedings

L K i International Conference on Supercomputidgly 1995, pp. 338-347
systems that can use a significant fraction of dnechip [2) v. milutinovic, M. Tomasevic, B. Markovic, M. femblay, “The split
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Figure 9: The Time-Predictable data cache. Legend: Mivhain memory
JOP- Java processor; MP — multiplexer; LRU — fully @siative subeach¢
system with LRU replacement; DM — direct mappedcadhe system; D/
— unit for determining data memory access typescription: Constant an
static data are stored in the direct mapped sabhe system. The LRU stc
the object header and object fields. Array datads cached Explanation:
The complier places different type of data intdedént memory areas. T
DAT unit determines whether to cache data and whereache dati
Implication: This implementation allows a simplified cache ceinex
protocol that can invalidate data only when a wiiteshared data occul



